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The project aims to determine correlations between physical attributes of a person 

such as height, weight, age and sex to certain features in the voice of the sample. 2 

sets of features were obtained for this purpose, 39 Mel frequency cepstral coefficients 

(MFCC), and 6000 features (speaker traits) using a software called OpenSmile. 

Different Classification, and Regression-based machine learning algorithms were 

applied to the above data, and their results were analyzed. 
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Crime is growing at an alarming rate, and we often find ourselves ill-equipped to 

handle the numerous cases. In instances of terrorist threat calls and false alarms, It is 

imperative to extract as much information possible from the available audio clippings. 

With the fast development of technology, it is time we start exploring other methods of 

identification, apart from fingerprints and images, which would make faster 

identification of criminals. 

Voiceprint of a person is as unique as a fingerprint. There has been little exploration in 

the area of audio forensics, although we have advanced methods to process voice. 

 Our aim is to build a voiceprint database of the citizens of our country. Law 

enforcement agencies can make use of this technology to identify criminals based 

on their voice samples. 

 Producing reliable estimates of physical features and demographics from the voice 

sample even if the person's voiceprint is unavailable in our database.
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1000 Audio Samples were collected from 40 students 

of the NITK-CMU Winter School. The students were 

taken to a quiet room and recordings were made 

using Audacity.  Each person were given a set of 

phonetically rich sentences from the TIMIT database. 
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It can be seen from the spectrogram that the pitch of the female voice is higher than the 

pitch of the male voice


